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a b s t r a c t 

Previous brain decoding studies using functional magnetic resonance imaging (fMRI) have greatly advanced 

our understanding of human visual coding and non-invasive brain-machine interfaces. However, most of these 

studies focus on classifying a limited number of image categories or reconstructing visual images with additional 

information, e.g. , semantic categories and textual cues. Constraint-free visual reconstruction remains scarce. Here, 

we propose a generative network based on the functional diversity of the human visual cortex (FDGen) that takes 

multivariate brain activity as input and directly reconstructs natural images perceived by observers without 

any additional cues (semantic categories or textual description). Our FDGen is augmented by two bio-inspired 

computational modules. Based on the functional specializations of the human visual cortex, we propose a new 

function-based input module (FIM) that projects responses from different brain regions into separate feature 

spaces. Second, inspired by human attention, we construct a computational module to derive attentive feature 

weights at the function level to refine the feature map. These function-selection modules (FSMs) allow the network 

to dynamically select multiscale visual information during the generation process. We test FDGen on the popular 

fMRI datasets of natural images and achieve highly robust performance. Our work represents an important step 

forward in the development of fMRI-based brain decoding algorithms and highlights the utility of neuroscience 

theories in the design of deep learning models. 
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. Introduction 

The movie “The Matrix ” depicts a magical brain-machine interface

hat can accurately decode and willfully control human mental states.

lthough fictional, high-fidelity brain-machine interfaces have long fas-

inated neuroscientists. Brain decoding, as one of the most important

echniques in brain-machine interfaces, not only advances our theo-

etical understanding of cortical processing, but also has tremendous

ransnational value in medicine [1] . Electroencephalogram (EEG) and

unctional magnetic resonance imaging (fMRI) are two of the most

idely used non-invasive neuroimaging techniques [2–5] . Since our task

n this paper is the pixel-level reconstruction of static images, we focus

n fMRI-based brain activity because fMRI provides greater spatial de-

ail of visual processing in the human brain than EEG [6] . 

However, the majority of early visual decoding models focus on pat-

ern classification - these models take multidimensional brain activity
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s input and output labels of either simple visual features or image cat-

gories [7–10] . Recently, several studies on image reconstruction from

rain activity have been published. Some of these works focus on recon-

tructing either simple visual patterns, such as checkerboard patterns

11] , or realistic images in specific domains, such as handwritten digits

12] or faces [13] . Images from these domains often contain narrowly

efined statistical properties that can be used as priors to achieve rela-

ively good results [14] . Some recent studies bypass image reconstruc-

ion methods and instead seek to use generative similar images with

dditional texture cues [15] . 

Although several studies have been proposed to reconstruct per-

eived natural images based on fMRI signals [16–21] , constraint-free

mage reconstruction is still challenging because it requires accurate

etrieval of multi-scale visual information. In addition, full image re-

onstruction is remarkably valuable in the fields of brain diagnosis and

omputer vision. First, brain decoding has been widely used to address
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arious theoretical problems in medical diagnosis. For example, accu-

ate brain decoding enables the identification of preserved brain net-

orks in patients with disorders of consciousness, thus promoting more

ccurate diagnosis and prognosis [22] . Second, advances in brain de-

oding also provide insights into computational models for other appli-

ations, such as computer vision and image processing [23–25] . 

Accurate image reconstruction from brain activity faces three ma-

or challenges. First, fMRI signals are notoriously noisy, encompassing

he effects of various non-neural factors, such as thermal noise, physio-

ogical and vascular noise, and head motion [26] . The noise and other

ncontrolled factors fundamentally limit the quality of fMRI data and set

he upper performance limit that the best decoding model can achieve.

ow to maximally attenuate these non-neural artifacts is still an active

esearch field in neuroimaging. Second, due to the considerable cost of

MRI experiments, fMRI-based image reconstruction is hampered by the

ractical barrier of obtaining large amounts of training data. The com-

lex statistical regularities of natural images may require sophisticated

onlinear models, which in turn require large amounts of images and

orresponding brain data to learn their statistical dependence. Third,

ven if the quality and quantity of fMRI data is guaranteed, the devel-

pment of accurate decoding algorithms may still be difficult because

t relies heavily on our knowledge of the encoding mechanisms in the

rain [27] . Unfortunately, such quantitative models are not yet well es-

ablished. 

In this paper, we focus on the third challenge of developing a novel

enerator based on the functional diversity of brain regions (FDGen)to

mprove the performance of brain reading. Our FDGen is inspired by

ome well-known neuroscience theories and is trained together with

 discriminator to directly map multivariate voxel responses to corre-

ponding natural images. Specifically, FDGen contains two components:

 function-based input module and a function-selection module. The

unction-based input module is designed using functional parcellations

f the human visual cortex [28] . It decomposes the whole brain acti-

ation vector into different parcels of region-of-interests according to

heir brain functions, and transforms them from the raw activity space

nto different feature spaces. Compared to the conventional vector-based

nput module, our function-based input module explicitly takes into ac-

ount the different feature processing mechanisms of brain regions. Our

unction-selection module inherits the attentional mechanisms in ma-

hine learning. This module learns the importance of different brain

unctions to selectively process the most informative signals during the

econstruction process. Experimental results show that the proposed FD-

en significantly improves the reconstruction performance in both qual-

tative and quantitative comparisons, demonstrating the usefulness of

rain function partitioning in image reconstruction. More importantly,

he training and test images belong to different categories in our exper-

ments. It clearly confirms that FDGen has a good generalization ability

or natural image reconstruction. 

. Methods and materials 

Our framework follows the general pipeline of conditional GANs

29–31] . The main contribution of this paper is a redesigned generator

 Fig. 1 ) inspired by the functional specializations of the human visual

ortex. In a typical image reconstruction problem, the goal of this paper

s to learn a mapping network to reconstruct an input image stimulus

 𝑖 ( i.e. , an RGB image) from the high-dimensional brain activity vector

 𝑖 ( i.e. , responses of many voxels). 

.1. Our functional diversity based generator 

Function-based input module (FIM). Considering the different be-

avior of human brain areas, we take into account different functional

rain areas and propose a new input module called Function-based In-

ut Module. Our FIM uses additional region-of-interest masks, which

an be easily obtained via retinotopic or functional localization experi-

ents [32] , and are readily available in almost all natural image fMRI
2

atasets. In FIM, we first use a function-split layer to partition each

igh-dimensional brain activity vi into a few function-wise activities

 

𝑟 
𝑖 , 𝑟 = (1 , 2 , … , 𝑅 ) with respect to the brain region-of-interest masks

rovided in a dataset. 𝑖 is the data instance index. FIM then transforms

ach parceled activity into a separate space with R different function 𝑓𝑟 

nd then aggregates all embedded features via a fully connected layer.

he output is followed by a reshape operator to generate the initial 3-

imensional feature plane. Fig. 1 d shows the process, which can be for-

ulated as follows: 

 

𝑟 
𝑖 = 𝒗 𝑖 ⊙𝒎 

𝑟 (1) 

 

𝑟 
𝑖 = 𝑓𝑟 

(
𝒗 𝑟 𝑖 

)
(2) 

 𝒊 = 𝑓
(
𝒚 𝑟 𝑖 

)
(3) 

Here, ⊙ is the element-wise product to filter 𝑟 functional responses

y the supplied brain region mask 𝒎 

𝑟 . Each mask contains binary val-

es and has the same dimension as the brain activity 𝒗 𝑖 . 𝑓
𝑟 is a function-

ise mapping to transform each functional response into a feature space.

e instantiate 𝑓𝑟 as two fully connected layers for each input activity.

o simplify the process, we fix all output dimensions of 𝒚 𝑟 𝑖 ∈  

[4096∕𝑹 ] ,

here [4096/R] = ceil(4096/7) = 586 on the Shen’s dataset. In addi-

ion, 𝑓 is another fully connected layer, followed by a reshape layer to

orm the initial feature plane 𝒀 𝒊 ∈  

256×4×4 . 4 × 4 is the feature spatial

ize, and 256 is the feature channels. This implementation, which em-

loys three fully connected layers to map brain activity to the initial 3D

eatures, is consistent with conventional vector-based input module as

hown in Fig. 1 c [16] , but has the following advantages: the activity in

ach brain region is selectively processed by 𝑓𝑟 corresponding to that

unction, and 𝑓𝑟 can be instantiated differently for different functions.

s a result, our FIM allows the processing of features from different brain

unctions via different 𝑓𝑟 . 

Function-selection module (FSM). We propose a function-selection

odule (FSM) to refine the intermediate layers, as shown in Fig. 1 a.

he logic is that, to reconstruct certain types of visual information

 e.g. , texture), it is better to emphasize the information in the activ-

ty of the corresponding brain functions ( e.g. , V2 and V3), and down-

lay the activity in other regions. Such a selective reweighting of func-

ional responses may allow to extract the most useful visual information

nd improve the reconstruction performance. Specifically, in our FSM

lock, we first upsample the input features with a deconvolutional layer

nd then refine the upsampled features with a convolutional layer. As

ll generator blocks have similar operators, we omit the block index

n the following for simplicity and define all operations for a single

lock as an example. For each block, the upsampling process can be

ormulated as: 

̃
 𝑖 = 𝐶 𝑜𝑛𝑣

(
𝐷𝑒𝐶 𝑜𝑛𝑣

(
𝒀 𝑖 

))
(4)

here 𝒀 𝑖 is current block input. We then generate per-function weights

 𝑖 ∈  

𝑅 from the current feature planes �̃� 𝑖 . This is achieved by a spatial

lobal average pooling (GAP) layer and two fully connected layers to

apture attentional cues based on the current features. Formally, 𝒘 𝑖 is

btained by: 

 𝑖 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥

( 

𝑾 2 ∗ 𝛿

( 

𝑾 1 ∗ 
1 

𝑊 ×𝐻 

𝑊 ∑
𝑤 =1 

𝐻 ∑
ℎ =1 

�̃� 𝑖 

) ) 

, (5) 

here 𝑾 1 and 𝑾 2 are trainable parameters in the two fully connected

ayers respectively. ∗ is the matrix or vector product multiplication. 𝛿 is

 leaky ReLU with slope 0.3. After obtaining the per-function weights,

e then apply them to the brain function-wise features 𝒚 𝑟 𝑖 (Eq. 2) (see

ash arrow in Fig. 1 ) to emphasize important features. Then the new

eatures are obtained by aggregating all the weighted function-wise fea-

ures. The above processes can be formulated as: 

̂ 𝑖 =
𝑅 ∑
𝑟 =1 
𝑤𝑟 𝑖 𝒚 

𝑟 
𝑖 (6) 
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Fig. 1. An overview of our generator (FDGen) is shown in b . FDGen consists of a function-based input module (FIM, d) and a multi-stacked function-selection 

module FSM (see the full part in a) to transform the input brain activity v into natural images. Unlike the conventional vector-based input module (c) used in other 

methods, in FIM, we introduce a function-split layer and a function-wise embedding layer to first extract the functional information from brain responses. Then a 

fully connected layer and a reshaping layer are attached to obtain the initial feature plane. Our FSMs automatically learn function weights, and these weights are 

incorporated into current feature planes to refine the generation process. 
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Here, ̂𝒚 𝑖 ∈  

586 are the aggregated features. Finally, we combine this

ew type of feature with �̃� 𝑖 through a residual connection to produce

urrent block’s output ̂𝒀 𝑖 : 

 ̂𝑖 = 𝐸 𝑥𝑝𝑎𝑛𝑑
(
𝑾 4 ∗ 𝛿

(
𝑾 3 ∗ ̂𝒚 𝑖 

)
, �̃� 𝑖 

)
+ �̃� 𝑖 (7)

Here, 𝐸 𝑥𝑝𝑎𝑛𝑑 (x , z ) means expanding the input x to have the same

patial size as z . Note that, Eq. 7 uses the attended features �̂� 𝑖 to refine

he �̃� 𝑖 , which has a large impact on the final reconstruction performance

s our experiment showed. Currently, our FSM only uses different brain

egions to refine feature channels, it may be more suitable to simul-

aneously refine the spatial and feature channels, which could be an

nteresting research direction in the future. 

.2. Model architecture 

Generator. Our generator is based on the above two mod-

les and can be formulated as: FIM-FSM256-FSM512-FSM128-FSM64-

SM32-FSM3. The FIM is: FC[4096/R]R-FC[4096/R]R-Concat-FC4096-

eshape. The FCR is R parallel fully connected layers connected to

 brain regions ( e.g. , V1, V2). The output of each fully connected

ayer has channels of [4096/R], where [·] is the ceiling operator. Our

SM is formulated in Eqs. 4–8 . In particular, both 𝑾 1 and 𝑾 3 in

qs. (6) and (7) produce the same number of input channels. 𝑾 2 pro-

uces R functional weights while 𝑾 4 adapts the feature channels to be

onsistent with �̃� 𝑖 . The final FSM block outputs a 3-channel image for

oss computation during training. All deconvolutional and convolutional

ayers have a nonlinear leaky ReLU function with a slope of 0.3. 

Discriminator. Our goal in this paper is to design an advanced

enerator to improve the reconstruction performance. Here, we use a

imple convolutional network [16] as our discriminator. This discrim-

nator D consists of: C32-C64-C128-C256-C256-AP-DropOut0.5-FC256-
3

ropout0.5-FC2. “CX ” and “FCX ” are the convolutional layers and the

ully connected layers with X output channels respectively. AP is the

verage pooling layer. DropOut is used to reduce the risk of overfitting.

n addition, the nonlinear function - ReLU is applied after each convo-

utional layer and after the first fully connected layer. The kernel sizes

nd strides of the convolutional layers are set to [7, 5, 3, 3, 3] and [4,

, 2, 1, 2], respectively, from the first to the fifth layer. The output of

his network is fed into a softmax to decide whether the input image is

eal or fake. 

Loss function. Given a training database of many pairs of samples -

𝒗 𝑖 ,𝑿 𝑖 ) , 𝑖 = (0 , 1 , … , 𝑛 ) and brain region-of-interest masks 𝒎 , our goal is

o train the generator G to fool the discriminator D with the adversarial

oss 𝐿𝑎𝑑𝑣 , as well as two additional constraints (the image reconstruc-

ion loss 𝐿𝑖𝑚𝑔 and the feature comparison loss 𝐿𝑓𝑒𝑎𝑡 [16] . The overall

bjective function for training G is a linear combination of the three

osses above: 

𝐺 =
∑𝑁 
𝑖 

⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 
𝜆img ||𝑿 𝑖 − 𝐺

(
𝒗 𝑖 ,𝒎 

)||2 2 
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝐿img 

+ 𝜆feat ‖𝐶(𝑿 𝑖 

)
− 𝐶

(
𝐺
(
𝒗 𝑖 ,𝒎 

))‖2 2 
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝐿feat 

− 𝜆adv log 
(
𝐷
(
𝐺
(
𝒗 𝑖 ,𝒎 

)))
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

⎫ ⎪ ⎪ ⎬ ⎪ ⎪ ⎭ 

(8) 

Both 𝐿𝑖𝑚𝑔 and 𝐿𝑓𝑒𝑎𝑡 are 𝐿2 regression losses that force the generated

mage G( 𝒗 𝑖 , 𝒎 ) to approximate the original image 𝑿 𝑖 in pixel and feature

pace, respectively. For the feature comparison loss 𝐿𝑓𝑒𝑎𝑡 , we use the
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Fig. 2. Eight example pictures from the Shen’s dataset [16] . This dataset contains many categories with different backgrounds. 
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ast pooling layer (pool5) of AlexNet [33] to compute feature distances.

imilar to Shen, et al. [16] , the AlexNet here is pre-trained on ImageNet

34] and is not tuned throughout the training process. 

The output of discriminator D is fed into a 2-way softmax layer to

iscriminate the original stimulus image from the reconstructed image

ith the following formulation: 

𝑑𝑖𝑠𝑐 = −
𝑁 ∑
𝑖 

log 
(
D
(
𝑿 𝑖 

))
+ log 

(
1 − 𝐷

(
𝐺
(
𝒗 𝑖 ,𝒎 

)))
(9)

During training, G and D are optimized iteratively to compete with

ach other via Eq. (8) . After training, the trained generator G is used to

econstruct an image with the input brain activity vi and the region-of-

nterest masks 𝒎 . 

Training settings. Our FDGen is trained separately for each sub-

ect because the dimensions of the input brain activity vary across sub-

ects, which is a common setting in previous methods. Specifically, dur-

ng training, the input images are first resized to 256 × 256 and then

andomly cropped to 224 × 224. All variants of our models are opti-

ized by the Adam solver [35] with a batch size of 64 on 4 GPUs,

omentum 𝛽1 = 0 . 9 and 𝛽2 = 0 . 999 . Additionally, the batch mean and

ariance for the batch normalization layer (after each convolutional

ayer) are computed within each GPU. The learning rate is set to 0.0002

or the first 150 epochs. We then reduce the learning rate to 0.00002

or the last 50 epochs. During testing, we average 24 trials to reduce

oise [16] . 𝜆𝑖𝑚𝑔 , 𝜆𝑓𝑒𝑎𝑡 , and 𝜆𝑎𝑑𝑣 in Eq. (9) are set to 100, 25, and 1,

espectively. 

Evaluation methods. Following previous studies [ 17,36 ], we re-

ort Pearson correlation coefficient (PCC) and structural similarity in-

ex (SSIM) values for pairwise similarity comparisons. PCC measures

he correlation between a generated image and a target image at the

ixel level. For PCC, we first transform both generated and target im-

ges into 1-dimensional vectors (for multi-channel images, pixels of dif-

erent color channels are concatenated into one vector), and then com-

ute the PCC between the two vectors. SSIM measures the feature-level

imilarity between two images. For multi-channel images, we compute

he SSIM score in each channel independently and average the scores

cross channels to obtain the final SSIM score. Each reconstructed image

s compared with two candidate images: one is always the groundtruth

mage, and the other is randomly selected from the rest of the test im-

ges. A binary decision is made to select the candidate image that has
4

 higher similarity score in both evaluation metrics ( i.e. , PCC or SSIM).

his process is performed for all possible candidate images other than

he groundtruth image in the test dataset. The final reconstruction accu-

acy of this generated image is indexed by the percentage of comparisons

n which the groundtruth image wins. This evaluation examines the ex-

ent to which a reconstructed image is more similar to the groundtruth

mage than others. We call it PCC-c or SSIM-c for simplicity. In addi-

ion to the above comparisons, we also include self-comparison met-

ics that are widely used in computer vision. Specifically, we include

he LPIPS evaluation metric [37] . LPIPS uses a deep model pre-trained

n a large-scale dataset labeled based on human perception to evalu-

te the similarity between a synthetic image and a real image. The re-

ults in Zhang, et al. [37] show that LPIPS is more consistent with hu-

an judgment than some low-level perceptual metrics ( e.g. , SSIM). Note

hat higher PCC and SSIM scores indicate better performance, while

ower LPIPS scores indicate better performance. In the following sec-

ions, we refer to the self-comparison metrics as PCC-s, SSIM-s, and

PIPS-s. 

Dataset. We conduct experiments on the popular publicly avail-

ble benchmark [ 16,17 ] (referred to as Shen’s dataset). This dataset

rovides image stimuli and corresponding fMRI data. The full set of

mages in Shen’s dataset contains four parts: artificial shapes, alpha-

etic letters, training, and test natural images. We used only the natu-

al images and corresponding fMRI data in our experiments. The natu-

al image data includes 1250 natural images drawn from 200 selected

ategories in ImageNet. 1200 images from 150 categories are used as

he training data, and the remaining 50 images from other 50 cate-

ories are used for testing. We emphasize that the image categories

n the training and test sets do not overlap. Such a non-overlapping

esign imposes additional difficulties on image reconstruction because

t excludes the effects of semantic priors for reconstruction. This non-

verlapping design also explores the cross-category generalization of

econstruction models. Shen’s dataset includes fMRI data from three

ubjects. For each subject, each image in the training and the test

ets is presented for 5 trials and 24 trials respectively. Therefore,

he total number of data pairs for each subject in the training and

est sets is 6250 and 1200, respectively. In addition, this dataset pro-

ides brain function masks (V1/V2/V3/V4/LOC/FFA/PPA). All of these

asks are used in our experiments. Fig. 2 shows some images from this

ataset. 
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Fig. 3. Reconstruction performance of different methods on the Shen’s dataset . Details of each evaluation metric are presented in the main text. For these 

metrics, ↑ indicates a higher value is better, while means a lower is better. “112 ” means using the image size of 112 for reconstruction. 
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. Results 

.1. FDGen exhibits robust brain decoding performance as compared to 

revious models 

We compare our FDGen with several previous reconstruction meth-

ds. There are two popular fMRI datasets on the generic object decoding

ask (different fMRI recordings with the same natural images), Shen’s

ataset [16] and Kamitani’s dataset [38] . The main difference between

hese datasets is the number of fMRI recordings for each training image.

amitani’s dataset has only 1 trial per image, whereas Shen’s dataset has

 trials per image. As a result, Shen’s dataset can reduce the fMRI noise

hrough trial averaging and is used to evaluate our method. In addi-

ion, we found that many previous methods performed model compar-

sons using different fMRI datasets. For example, End2EndDIR [16] and

en, et al. [39] evaluated their methods on the Shen’s datasets, while

sfmri2im [19] and its journal version - SSReconstClass [24] , and Fang,

t al. [20] evaluated their methods on the Kamitani’s dataset. However,

his discrepancy hinders the real progress in this line of research. We

ainly compare our method with End2EndDIR and SSReconstClass (the

mproved version of ssfmri2im) because they provide all reconstructed

mages or the full code to run on this dataset. We cannot find the full

ublished codes or full reconstructed images of the methods - Fang,

t al. [20] and Ren, et al. [39] , and thus exclude them from the com-

arisons. In addition, our goal is to perform pixel-level image recon-

truction, and therefore we do not compare with some methods such

s IC-GAN [25] , which focuses on the generation task using semantic

onsistency. 
(  

5

Fig. 3 shows all the results. Four main conclusions can be drawn.

irst, our FDGen achieves the best overall performance on the three sub-

ects. Specifically, our FDGen achieves the 14 best results out of a total

f 15 metrics compared to End2EndDIR. When reconstructing smaller

mages, FDGen also achieves significantly better performance than SS-

econstClass in 12 out of 15 evaluated metrics. Second, the proposed

DGen achieves large improvements in LPIPS-s scores on all three sub-

ects. For example, FDGen reduces the LPIPS-s score of Subject 1 by

0.5% and 43.4% as compared to End2EndDIR and SSReconstClass re-

pectively. Third, the performance of smaller image reconstruction looks

orse in SSIM-s, but significantly better in terms of SSIM-c and LPIPS-s

cores. Fourth, all methods show different results across subjects. We

peculate that this is due to the fact that fMRI signals used for decoding

ontain unpredictable noise. In summary, these results confirm that nat-

ral image reconstruction from human brain activity is very challeng-

ng, and our FDGen achieves better performance compared to previous

ethods. 

In addition, Fig. 4 shows qualitative comparisons of different meth-

ds. ssfmri2im can reconstruct coarse layouts of objects. End2EndDIR

aptures clearer object layouts and shapes. Our FDGen generally

roduces more accurate object shapes, layouts, color, and texture

etails. 

.2. Testing the effectiveness of modules by ablation studies 

To test the effectiveness of FSM and FIM, we also examined the per-

ormance of five different variants of our model. The first is VIM + DC

G1) . This generator does not use any of the modules proposed in this
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Fig. 4. Qualitative comparisons on the Shen’s dataset [16] with two state-of-the-art methods – End2EndDIR [16] and SSReconstClass [19] . For a compre- 

hensive comparison, we include two variants of FDGen for different image sizes, shown as FDGen 112 and FDGen 227. Our FDGen can produce better object shapes, 

global layouts, and texture details, leading to more reasonable results. Best viewed in the color form. 

Table 1 

Ablation studies on the Shen’s dataset. For evaluation metrics, ↑ indicates a higher value is better, while ↓ means a lower value is better. The best and the second 

best are highlighted using red and blue . VIM: the convention vector input-based module; DC: only a deconvolutional and a convolutional layer in each intermediate 

generation block; FIM: function-based input module; FSM-A: selecting features using raw brain activity; FSM-F: selecting features using function-wise embedded 

features. Best viewed in color format. 

Method Metric: A: PCC-c ( ↑ ), B: SSIM-c ( ↑ ), C: PCC-s ( ↑ ), D: SSIM-s ( ↑ ), E: LPIPS-s ( ↓) 

Subject 1 Subject 2 Subject 3 

G1. VIM + DC 0.799 0.645 0.311 0.260 0.617 0.769 0.631 0.291 0.269 0.616 0.802 0.653 0.306 0.264 0.605 

G2. FIM + DC 0.808 0.654 0.329 0.284 0.590 0.779 0.640 0.295 0.283 0.601 0.809 0.663 0.294 0.286 0.602 

G3. VIM + FSM-A 0.819 0.644 0.314 0.263 0.607 0.782 0.633 0.287 0.278 0.609 0.804 0.643 0.314 0.275 0.603 

G4. VIM + FSM-F 0.804 0.651 0.320 0.274 0.590 0.780 0.637 0.281 0.277 0.602 0.818 0.654 0.313 0.271 0.599 

G5. FIM + FSM (FDGen) 0.822 0.678 0.332 0.282 0.583 0.784 0.644 0.299 0.288 0.597 0.800 0.673 0.296 0.288 0.587 

G5 + PatchD [36] 0.818 0.675 0.332 0.283 0.585 0.770 0.650 0.288 0.284 0.592 0.805 0.669 0.311 0.279 0.588 

G5 + UNetD [67] 0.820 0.687 0.327 0.290 0.596 0.789 0.654 0.282 0.293 0.604 0.829 0.682 0.302 0.278 0.604 

p  

b  

c  

l  

fi  

i  

p  

t  

t  

i  

f  

W  

g  

f  

f

 

T  

m  

a  

o

 

f  

c  

b  

o  

G  

a  

i  

s  

t  

i

3

 

i  

m  

r  

t  

t  

l  

m

3

 

l  

g  

t  

a  

[  

b  

i  

r  

s  

r  

d

aper. It processes the brain activity input using the conventional vector-

ased input module (VIM, Fig. 1c ). For subsequent steps, we remove all

omponents in the red dashed box in Fig. 1a except a deconvolution

ayer for feature upsampling and a convolutional layer for feature re-

nement. For simplicity, we refer to this combination as DC. The second

s FIM + DC (G2) . In this variant, we directly replace the VIM with the

roposed FIM and combine it with DC for the generation process. The

hird is VIM + FSM-A (G3) . This generator only adds the proposed FSM

o control the generation process, and still uses the VIM to process the

nput brain activity. The FSM in this variant directly selects useful cues

rom the raw brain activity without using function-wise embedding (2) .

e refer to this variant as FSM-A. The fourth is VIM + FSM-F (G4) . This

enerator is similar to G3, but selects important information from the

eatures extracted from the function-wise embedding layers. The fifth is

ull FDGen (G5) . This is our full FDGen, consisting of FIM and FSM. 

The results obtained by the different generators are shown in

able 1 . Clearly, the full FDGen (G5) equipped with the two proposed

odules obtains the best performance in almost all test metrics across

ll subjects. Our G5 achieves 12 best results and 1 second best in a total

f 15 evaluations (5 metrics by 3 subjects). 

To further verify our method, we show four images processed by dif-

erent generators on Subject 1 in Fig. 5 . First, G2 with the proposed FIM

onsistently captures more details than G1. For example, G2 obtains a

etter foreground shape of the crab ( i.e. , the 2nd and 3rd columns). Sec-

nd, using our FSM module, G4 also captures more texture details than

1 (see the wine glass). Third, G5 uses the two proposed modules and

chieves the best reconstruction, as shown in the last column. Similar

mprovements are highlighted in the colored boxes. Based on these re-

ults, we conclude that (1) FIM helps to capture the global layouts of
6

he target images (G2 vs. G1), and (2) FIM + FSM (full FDGen) further

mproves the reconstruction performance (G5 vs. all others). 

.3. Evolution of reconstructed image during model training 

In Fig. 6 , we show how the reconstructed images evolve as train-

ng proceeds on Subject 1. These results are obtained by testing our

odel on the test set at different training epochs. We find that FDGen’s

econstructed images at early epochs indeed contain very coarse posi-

ions, shapes, and low-frequency layouts of the target objects. During the

raining process, our model gradually captures information from global

ayouts, such as positions and shapes, to local textures. As a result, our

odel eventually produces more reasonable results. 

.4. FDGen is also robust to various types of discriminators 

So far, we have shown that our generator with a standard image-

evel discriminator achieves good results as compared to the baseline

enerator. Here, we further test whether our generator is sensitive to

he structure of the discriminator. For this purpose, we examined two

dditional discriminators. The first one is a patch-level discriminator

31] , which distinguishes patches as real or fake. The other is a U-shape

ased discriminator for pixel-level discrimination [40] . We refer to them

n Table 1 as PatchD and UNetD, respectively ( Fig. 7 , reconstruction

esults). Note that we do not fine-tune the hyperparameters ( e.g. , batch

ize, learning rate) when comparing the discriminators. Therefore, the

esults presented in Table 1 show that our FDGen is insensitive to the

iscriminator used. 
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Fig. 5. Qualitative comparisons of the five generators on subject1 in the Shen’s dataset . Detail structures of these generators are presented in the main texts. 

Our full generator G5, combined with the proposed FIM and FSM, produces more details ( e.g. , edges, textures) and the generated images look more similar to the 

groundtruth images (1st column). Best views in the color form. 

Fig. 6. Four example reconstructed images of Subject 1 during the training process . The generator is our full FDGen (G5) with FIM and FSM modules. All 

reconstructed images are obtained by testing the model on the test set at different training epochs. Here, the outputs from our model at early epochs contain coarse 

locations and shapes. Those results are gradually refined when more iterations are achieved. 

7
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Fig. 7. Four example reconstructions on all subjects in the Shen’s dataset . These results are obtained by the proposed generator trained with different discrim- 

inators. The discriminator for image discrimination is the default one in our experiment. Overall, our generator is insensitive to the employed discriminator. Best 

views in the color form. 
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. Discussion 

In this paper, we propose a novel generator for reconstructing natu-

al images from brain activity measured by fMRI. Our generator con-

ains two key building blocks: a function-based input module and a

unction-selection module. The function-based input module assumes

hat different brain regions represent different functions and thus their

ctivity should be processed differently. Our function-selection module

utomatically learns the weights of the features and refines the features

o control the reconstruction process. Extensive experiments on a popu-

ar fMRI-based benchmark dataset show that our generator can capture

ore shape and texture details than previous methods, resulting in more

obust reconstruction performance. 

.1. Natural image reconstruction 

Early image reconstruction studies typically use simple image pat-

erns, such as gray-scale checkerboard stimuli, or images in specific

omains, such as handwritten digits or human faces. Thirion, et al.

11] pioneered an “inverse retinotopic ” study, and built a linear model

o inversely estimate visual checkerboard stimuli from retinotopic re-

ponses in human visual cortex. This is in contrast to conventional

etinotopic studies which compute brain responses based on checker-

oard stimuli. Following this work, many studies have been proposed to

mprove reconstruction performance, including linear encoding models

12] , and Bayesian models [ 41,42 ]. More recently, deep generative net-

orks [ 14,43 ] have achieved good reconstruction results in such simple

attern reconstruction tasks [ 14,43 ]. 

Reconstruction of natural images from brain activity has attracted

uch research attention. There are two main categories of methods

o perform reconstruction: (1) designing a generative network, which

s usually trained from scratch [ 16,44 ]; (2) adapting a pre-trained im-

ge generator [ 15,17,45 ]. In the first category, researchers always focus

n both network design and training strategies. In the second category,

esearchers often use different methods to explore existing pre-trained

odels. For example, both Gu, et al. [45] and Takagi and Nishimoto

15] use object categories for training. In addition, due to the different

nput distribution ( i.e. , random noise input vs . brain voxels) between the

re-training step and the adjustment phase, most methods in the second

ategory tend to synthesize image content rather than to reconstruct

mages at the pixel level. This may be suboptimal for some real-world

pplications, such as patient diagnosis. Therefore, we argue that pixel-
8

evel constraint-free ( e.g. , no strong prior knowledge such as semantic

ategory and object locations) natural image reconstruction from brain

ctivity is still very challenging. The measurement noise, subjective fac-

ors, and insufficient data make it difficult to be accurately modeled

y existing methods [ 46,47 ]. Our work here follows the first category,

hich aims to use an end-to-end generator to perform fine-grained im-

ge reconstruction at the pixel level. As a result, we only compare our

enerator with other related end-to-end methods. 

Moreover, most existing models do not consider our brain functions

s strong priors for image reconstruction. Only a few recent studies have

ested the contributions of individual ROIs [ 15,45 ]. Our work considers

ur brain functions and implements two methods based on two well-

nown neuroscience theories to achieve good reconstruction results. 

.2. Function parcellations as an appropriate prior to process brain activity 

or reconstruction 

Traditional vector-based input modules used in many previous stud-

es [ 16,17,19,39 ] treat all activity as a single input vector for reconstruc-

ion ( Fig. 1C ). However, it is well established that neural representations

n the human visual cortex are organized as distinct functional modules

 28,48 ]. For example, numerous human imaging studies have shown

hat early visual areas V1-V3 can be delineated based on retinotopic re-

ponses [28] . In addition, electrophysiological studies have shown that

eurons in low-level visual areas ( e.g. , V1, V2, V3) respond preferen-

ially to simple visual features such as edges, curves, and textures [ 49 ].

eurons in mid-level visual areas ( e.g. , V4) encode mid-level visual fea-

ures, such as surfaces or figure-ground segregation [ 50 ]. Higher-level

isual areas are known to represent global or semantic information [ 51 ],

uch as object shape ( e.g. , lateral occipital complex area, LOC), faces

 e.g. , fusiform face area, FFA), and scene ( e.g. , parahippocampal place

rea, PPA [ 32 ]). In summary, image reconstruction should take into ac-

ount the functional organization of the human visual cortex. An iden-

ical transformation of activity in all brain areas may conflate the con-

ributions of their different functions to the reconstruction, leading to

uboptimal performance. 

.3. Attention as a function-selection mechanism to improve generation 

rocess 

A simple way to map features onto images is to use multiple decon-

olutional layers. However, we argue that, in addition to the intrinsic
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unctional parcellations of the human visual cortex, our brain can se-

ectively enhance the subset of information that is important for image

econstruction, as shown in Reynolds and Chelazzi [ 52 ]. This is known

n neuroscience as attentional selection, one of the most important selec-

ion mechanisms that prioritizes task-irrelevant information and atten-

ates irrelevant signals [ 53 ]. For example, goal-directed attention can

ignificantly enhance neural responses to either a spatial location [ 54 ]

r a feature [ 55 ]. 

The proposed module is related to Hu, et al. [ 56 ] but uses a different

esign. Hu, et al. [ 56 ] use features to generate weights and then in turn

pply weights to those features. Our FSM can be viewed as a cross-modal

ttention module that uses global contexts of current features to control

he importance of activity in each brain area and then uses the function-

ise importance weights to refine the original features. Details of our

SM are shown in Fig. 1a . The generated weights are conditionally de-

endent on the features of each block, while the output of each block

lso accepts different cues from different scales of brain activity. We

ave shown that this input-based adaptive selection process improves

he performance of our generator in our experiments. 
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